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LATEST UPDATES WORLD

A simpler path to better computer vision

Before a machine-learning model can complete a task, such as
identifying cancer in medical images, the model must be trained.
Training image classification models typically involves showing
the model millions of example images gathered into a massive
dataset.

However, using real image data can raise practical and ethical
concerns: The images could run afoul of copyright laws, violate
people's privacy, or be biased against a certain racial or ethnic
group. To avoid these pitfalls, researchers can use image
generation programs to create synthetic data for model training.
But these techniques are limited because expert knowledge is
often needed to hand-design an image generation program that
can create effective training data.




Researchers from MIT, the MIT-IBM Watson Al
Lab, and elsewhere took a different approach.
Instead of designing customized image
generation programs for a particular training
task, they gathered a dataset of 21,000 publicly
available programs from the internet. Then they
used this large collection of basic image
generation programs to train a computer vision
model.

These programs produce diverse images that
display simple colors and textures. The
researchers didn't curate or alter the programs,
which each comprised just a few lines of code.

The models they trained with this large dataset of
programs classified images more accurately than
other synthetically trained models. And, while
their models underperformed those trained with
real data, the researchers showed that increasing
the number of image programs in the dataset also
increased model performance, revealing a path to
attaining higher accuracy.

"It turns out that using lots of programs that are
uncurated is actually better than using a small set
of programs that people need to manipulate. Data
are important, but we have shown that you can
go pretty far without real data,” says Manel
Baradad, an electrical engineering and computer
science (EECS) graduate student working in the
Computer Science and Artificial Intelligence
Laboratory (CSAIL) and lead author of the paper
describing this technique.

Co-authors include Tongzhou Wang, an EECS
grad student in CSAIL; Rogerio Feris, principal
scientist and manager at the MIT-IBM Watson
Al Lab; Antonio Torralba, the Delta Electronics
Professor of Electrical Engineering and
Computer Science and a member of CSAIL; and
senior author Phillip Isola, an associate professor
in EECS and CSAIL; along with others at
JPMorgan Chase Bank and Xyla, Inc. The
research will be presented at the Conference on
Neural Information Processing Systems.

Rethinking pretraining

Machine-learning  models are  typically
pretrained, which means they are trained on one
dataset first to help them build parameters that
can be used to tackle a different task. A model
for classifying X-rays might be pretrained using
a huge dataset of synthetically generated images
before it is trained for its actual task using a
much smaller dataset of real X-rays.

These researchers previously showed that they
could use a handful of image generation
programs to create synthetic data for model pre-
training, but the programs needed to be carefully
designed so the synthetic images matched up
with certain properties of real images. This made
the technique difficult to scale up.

In the new work, they used an enormous dataset
of uncurated image generation programs instead.

They began by gathering a collection of 21,000
images generation programs from the internet.
All the programs are written in a simple
programming language and comprise just a few
snippets of code, so they generate images
rapidly.

"These programs have been designed by
developers all over the world to produce images
that have some of the properties we are
interested in. They produce images that look
kind of like abstract art," Baradad explains.

These simple programs can run so quickly that
the researchers didn't need to produce images in
advance to train the model. The researchers
found they could generate images and train the
model simultaneously, which streamlines the
process.

They used their massive dataset of image
generation programs to pretrain computer vision
models for both supervised and unsupervised
image classification tasks. In supervised
learning, the image data are labeled, while in
unsupervised learning the model learns to
categorize images without labels.
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Improving accuracy

When they compared their pre-trained models to
state-of-the-art computer vision models that had
been pre-trained using synthetic data, their
models were more accurate, meaning they put
images into the correct categories more often.
While the accuracy levels were still less than
models trained on real data, their technique
narrowed the performance gap between models
trained on real data and those trained on
synthetic data by 38 percent.

"Importantly, we show that for the number of
programs you collect, performance scales
logarithmically. We do not saturate performance,
so if we collect more programs, the model would
perform even better. So, there is a way to extend
our approach,” Manel says.

The researchers also used each individual image
generation program for pre-training, in an effort
to uncover factors that contribute to model
accuracy. They found that when a program
generates a more diverse set of images, the
model performs better. They also found that
colorful images with scenes that fill the entire
canvas tend to improve model performance the
most.

Now that they have demonstrated the success of
this pre-training approach, the researchers want
to extend their technique to other types of data,
such as multimodal data that include text and
images. They also want to continue exploring
ways to improve image classification
performance.

DEPARTMENT ACTIVITY

> Zero hour activity (Basketball Competition)
24" November-2022

Venue: Main Ground

On 24" November 2022, the MCA department
organized a volleyball activity in the club

activity hour. In which Mr. Vijay Kumar Dubey
was present to motivate students.
This game was held between two teams:

Team 1- Aditya Sarswat, Manthan Gupta, Ritik
Kumar Saxena, VYyashi, Prashant Rajpoot,
Gyanendra, Mansi Prajapati, Vishal kashyap and
Saurabh Tiwari

Team-2: Mansi Srivastava, Anchal Gupta,
Ritigya Saxena, Nisha, Harsh Wardhan Singh,
Shubham Sagar. All the players were holding a
good time and giving their best performance but
Team-1got the first position.
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COLLEGE UPDATE

> Devothan Ekadashi
4% November, 2022

Venue: Radha Mohan Temple (SRMSCETR)
Fifdies YA U& Bl THIGRN YSIRH], <aga!
TRl W ¥ faend gl yelfet upresit @

YT Agd dfex § SRMSCET & SRMSCETR GRT
Igad ¥U ¥ A THIGRT 4 TdeR, 2022 Bl
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> BCCI'S Cooch Behar Trophy U-19 Cricket
Tournament
November 12th-15th, 2022

Venue: SRMSCET Cricket Stadium
dRfiRRems @ $d fOgR ot sfex-19 fohdbe
gAide THSRUATY fhdbe wefead sRell fohae
TReeH @ty ok ot m off R Fra
e, et R IR feawiy gosl & HaeeR
TIDT 3{ER-19 HT SIS fdal T |

Tgell SR RIS TR gt A skeft H wa
1, o foy IR UewT fobbe du (uidiy) =
T UT & omeH @ fomder dRfit &
THIRTATY fhdbe Rfeom ket & Iid of,
T Igured 12 TR, AR $I gdig 8:30 of
fopa T |

Jefieftans oie it f9 & IR | 919 Fd g R
<4 Hfdd St Ped @, D TR & a1, | el
& AN D! FAfER CIh e g & forg Smfa
THIAIST & THIARUHTY fhope Wigaq H 12-15
AR TP G of X61 & | T8 TP Siaerd - off g
g 3R et F Al B A AT T, T
DI WRaT =1feu SR faenfsal & aRa &=
q1feul

eI Iuafer R oo faR A= Fvd g4,
3t gfef Sft, T oie 3R TWRefw dRfie sat A
P, "THIARTHTY fohdbe 3hIGHT I RITIAT 2014
# et 3R ITP AU IHG fhpex! &Y
faQg S & ded URIfAd & &t =P &1 T8
off, 3R 3 98 &7 31 AT B1 99 gHAR! FHal
Tgd SR gareit iR Wy faanfedl &1 3%
JHY [AHN & foTE SaWR o DI 33T BT Hd 19l
21 39 ufaf¥d 89 & Auer $ gAR o
I P 91 B, S st & il T Hid &1 IR
3R aRda ¥ §gd 7Td & &0 5|
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o4 & faw 79 3 < A9 Giftd far mar iR &
e gfeh gRT gwfa fobam |

9 Sitad R, gt &0 & s, e R 3 P,
gr Bt ot < ot o T San ot Sudie T8t
off, 3R STBT T THAR Jciamoll 3R Tgarsil gRI
f3aTT T IFER UGRH & ST 7 |

1ed 2020 H Ul &1 0 A HAfagR bt St &
3R g1 Tt 3fae™ & alexH SR 39 I R ¥
ST a9 o & o AR § 1

g TS ST SMTERIG SR §-1 & WA &
I B 317 & Her foRTe SaeaTd A 9ol od gu
D], "THRUATY fohbe wfgun & fadbe arda
H Soaeet & fou ol ot SR 399 BH Sia
BRI R | Heg fiefl| a8 A9 saAfay™ sem
T AT 3R (DI FART HRYR ITE T |

g & dlc GHTT FHRIE maford fosar mar foraw
RIHR IR0 SARIE gal of enfea 7, afea
THIRUATY T 3R W Y s, of
WHIAS &l TH, 3ege e st 3R &R
HaR™ AT, oA e 3R JRyg SiEu
Tl B JuUTT | faoiareii &1 gw=a foear
3R T 3AMISH B Th YHSR IJHhadl §9H &
for gt o1 5ers <
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BAREILY CRICKET ASSOCIATION
Welcomes Players & Officials for

COOCH BEHAR TROPHY U-19

{(BCCl DOMESTIC TROPHY)
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12" to 16" November 2022 | Time: 9:30am onwards

Venue : Shri Ram Murti Smarak Cricket Ground
Shri Ram Murti Smarak College of Engineering & Technology, Bareilly
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» Two Day Cultural Program ZEST- 2022
November 18t -19t, 2022

The two-day cultural program ZEST-2022
'Parivartan Ek Chakra', organized by Tyro Club
at Sri Ram Murthi Smarak College of
Engineering and Technology, got off to a
colorful start on Friday. On this occasion, Shri
Dev Murthi, Chairman, SRMS Trust, Garlanded
the statue of Late Sri Ram Murti, freedom fighter
and former Minister and started the program by

cutting the ribbon and lighting the lamp in Shatik
Auditorium.

On this occasion, he said that change is a cycle.
It is always for the best. It should be gladly
accepted and adopted. All of you should also
understand this and carry out your work
accordingly. Cultural programs inculcate team
spirit among the students.

Keeping this in mind, the student-run Tyro Club
was established 27 years ago. It was entrusted
with the responsibility of organizing ZEST and
other events, since then the events are being held
successfully till date. More than 900 students
from all technical and management colleges
located in Bareilly, Unnao and Lucknow of
SRMS Trust participated in these.

On the first day in the auditorium, more than
four hundred students participated about 21
events in single and group category.

It was concluded with Star Night on 19th
November at 6.30 pm at the Academic Ground
of the Institute. During this, Chairman Shri Dev
Murti, Secretary Shri Aditya Murti and others
saw the art gallery made by the students on
Harry Potter theme.
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> Coffee With Hon'ble Chairman Sir

, AR ' November 28th, 2022

i g ctblbend
:;__,;_E__ g‘“ o R Radtw o @ wAR) % oE H 28th
\;/ LIES] AR, 2022 B! AT ot <9 g St & WY TP
foRy Frw <t | FRIHH BT LI I
///mm( jm/m & //’w//(( J///,z th g1 3R ot <a Hfef S, sremer Heley, ot snfe
Dotorsictigy Jive Voisghts o Tfd, Thesl SRMS T, BT THIHR T, TheR
SRINS CET 3R SH THsiHay, 3R TSt gRT < Usaa

ety TARIE & WY g3 |

HOSTLERS
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e AEIGT 3R bl SRMS TE Bl Th &0
qrer off He frar mn 39N Te R | fean
3R BE T U AT W Y A 3R
IAPHT GHH B BT I b |

SHRI RAM MURTI SMARAK +
COLLEGE OF ENGINEERING & TEGHNOLOGY ";:‘fl‘_ﬂ-/ SRMS
BAREILLY (U.P) i

8%4% with
&{0/( ‘ble Chaitomar (_Si»?

ﬁ MONDAY, 28" NOVEMBER 2022 at 03:00 P.M.
at Shri Ram Murti Centennial Auditorium, SRMSCET, Bareilly

All Ist Year & lind Year Lateral Entry Students of CET & CETR
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